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Introduction : Certification Approach

Introduction : Certification Approach

This document provides steps you can use to certify your HPCC environment.

Use this procedure when you create a new HPCC system or after you make any changes or upgrades to the system.
Thiswill ensure that your system is functioning properly.

You can also use all or some of these procedures on a regularly scheduled basis or before mission critical data pro-
cessing.

@ We suggest reading this document in its entirety before beginning.
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Introduction : Certification Approach

Scope

These procedures certify the following functional areas:

» System Machine Readiness

» Data Transfer from Data Refinery to Landing Zone

» Data Transfer from Landing Zone to Data Refinery

» Data Refinery Functions

Certify Data Refinery full sort capabilities

Certify Data Refinery local sort capabilities

Certify Data Refinery local dedup capabilities
Certify Data Refinery hash dedup capabilities
Certify Data Refinery compress |/O capabilities
Certify Data Refinery string search capabilities
Certify Data Refinery Engine key build capabilities
Certify Data Delivery Engine access to indexed data

Certify Rapid Data Delivery Engine access to indexed data

» hThor Functions

» Thor Functions

» Roxie Functions

© 2016 HPCC Systems®. All rights reserved
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Introduction : Certification Approach

Before You Begin

1. Make surethe _Certification folder isin your repository. Thisistypically installed with the IDE.

2. Remove any items that might be left from previous certifications. Search and remove any old Workunits, DFU
Workunits, datafiles, and published queries.

3. Filenamesand other variables are defined in the _Certification.Setup file, you can edit thisfileto change the number
of records or filenames produced.

© 2016 HPCC Systems®. All rights reserved
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Preflight

Preflight

The first step in certifying that the platform is installed and configured properly is to run a preflight check on the
components. This ensuresthat all machines are operating and have the proper executables running. This also confirms
there is adequate disk space, available memory, and acceptable available CPU % values.

» Open ECL Watch in your browser using the following URL.:

http://nnn.nnn.nnn.nnn:pppp (wherennn.nnn.nnn.nnn isyour ESP Server’s|P Addressand pppp istheport.
Thedefault port is 8010)

Note: That your IP address could be different from the ones provided in these figures. Please use the
& I P address provided by your installation.

© 2016 HPCC Systems®. All rights reserved
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Preflight

Preflight System Servers

1. Click onthe Oper ationsicon then click on the System Serverslink.

Figure 1. System Serverslink

# ECL Watch & = ¢,

Disk Usage Target Clusters Cluster Processes

hecurity Resources

2 Reset |

System Servers

il Name Queue Computer

Dali Servers

O bl s P&

\

A screen similar to the following displays.

Figure 2. System Serverspage

System Servers 4
| Name Queue . Computer | HE‘W’
Dali Servers ’
¥ mydali localhost 192. IEB(
DFU Servers )
¥ mydfuserver dfuserver_gueue localhost 192.10¢
Drop Zones ’
mydropzone localhost 192, 16’
ECL Agents (I
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Preflight

2. Pressthe Submit button at the bottom of this page to start preflight.

Figure 3. Submit
- - S e A

¥ Get storage information *

¥ Local File Systems Only
[# Get software information

¥ Show processes using filter

Additional processes to filter:

fresh every|5  |mins I

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following displays.

Figure 4. System Component | nforamtion

Machine Information *
I - Location Component |{:onatﬁ:l{ !mm!l | ; '“EEEI
_ | 10.239.219.3 ' Esp
o Svarflib/HPCCSystems /myesp [myesp] Normal | Ready | 09:38
10.239.219.3 Ecl Schadular i 5
& Svar/lib/HPCCSystems/myecischaduler  [myacischaduler] Harmal: | Ready | 11:23 b
10.239.219.3 Agent Exac ) :
5 Svar/lib/HPCCSystems/myeaclageant [myeclagent] Normal | Ready 11:35 BT
. 10.239,219.3 Ecl CC Server ; C 0&
& Svarlib/HPCCSystems/myeciccserver | [myaclccsensar] a0 b b =
10.239.219.4 Sasha Server 1
B jvar/ib/HPCCSystems/mysasha [mysasha] s | Beady {1151
10.239.219.4 Dali Server :
= Jfwar/lib/HPCCSystems/mydali Crydali] i
10.239,.219.5 Dfu Server .
™ fwar/lib/HPCCSystems/mydfuserver Imydfuserver] Normal | Ready | 11:29

[#] select all / None
Fatched: 11/11/11 14:13:09

Action: [Machine Information «

|: Get processor information wam if CPU usage is ovar

A ™ ngagation g M WM’ L

This screen displays information on several system components. This information indicates whether several compo-
nents are actually running appropriately. The resulting page shows useful information about each component. The
component name, the condition, the component state, how long the component has been up and running, the amount
of disk usage, memory usage and other information is available at a glance.
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Preflight

If there are any failed components, they are highlighted in orange, indicating they are not ready.

Figure 5. Failed Component

Machine Information g
L e | commen contion st [up e "5 vk
" Im.:.w.zm.: e mr Noral - Raa) dai-.r'flﬂ_ - g

00 50:02
10.239.219.2

Dfu Sercar .
© fvarflin/HPOCSy stemesimydfussrver [mydfusersesr] Warning - - 4%

::Ef:lb:l?;:;t] Bomay | Bandy
o gﬁﬁmﬂ:mhnvuhwt ﬂz%-?:ﬂ Nomal  Ready mﬁg&:‘!&u 3 % 9T 95%
WA s | (s Nomd | Rty | ) |- an s s
B BRI i eyt - o
L }f:%.-ﬁ.-wﬁz:s,:tmm,mp |mi1:;pi Wormalk | Pmaly Wd_':é?iﬂ
v T ——— Dy | e | | ),

J L *’-xw.
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Preflight

Preflight Target Clusters

Use the Target Clusterslink to preflight all your clusters at once. To preflight clustersindividually, see the following
Preflight Thor or Preflight Roxie sections.

1. Click onthe Operationsicon then click on the Target Clusterslink.

Figure 6. Target ClustersLink

# ECL Watch & = .

Topology Disk Usage [Target Clusters] Cldgter Processes

Security Resourg

System Servers

2 Reset |

Target Clusters

l# Select All / None

v 4 & hthor
| | Name Component Computer | Platform | Network Addre
Ecl CC Server

myeclccserver Process node219003 Linux 10.239.219.3
([ myeclagent Sl il node219003 _ Linux 10.239.2109,

Proce

This displays all of your system Clusters.
2. Click to check on the Select All / None box, to select all of the clusters.

Optionally, you can just check the box(es) next to the cluster(s) you want to check.

© 2016 HPCC Systems®. All rights reserved
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Preflight

Figure 7. Select Target Clusters

Topology Disk Usage |Target Clusters| Cluster Processes  Sysiem Servers  Security  Resources  Monitoring

< Reset

Ta

¥ Select All f None
« £ @nthor S

A

| Component Imrlrmlmuu-nl Directory
PRy scleesarvar E"fr‘;ti:':*' node210003 |  Linux 10.239.218.3 = P var/lib/HPCCSystems/myacice
. | ECL Agent ) =
) myeclagent oo node219003  Linux 10.239,219.3 = Sfwar/log/HPCCSystems/myeaclag
I Schedul : -
myeclschedular Ee Fﬁ';ci:z " node21%003  Linux 10.239,219.3 = P fvar/liy/HPCCSystems/mysclsc
7P Gther )
| Component | Computer |Platform | Network Address | Directory
[ mykher Th;rbﬂ;’::er Linux I var/lib/HPCCSystams, mythar
myeclceseryer Edl Eriti?:er node2 19003 Lirux 10.239.219.3 &= P /var/lib/HPCCSystems/myechco
« mvaclanant ECL Agent . P ,
g My @ciagent Process node2 19003 Lirus 100239, 219.3 = Sfwar/log/HPCCSystems/myecla
Ecl Schedular . e
f_mq;ﬂ:fuler P ri node219003  Linux 10,239,219.3 = [P /var/lib/HPCCSystems/myeclsche

*';: Pzl Hm}i

3. Pressthe Submit button at the bottom of the page to start preflight.

Figure 8. Submit

|- o= ____/,éé_étru-___,ﬂ‘r'ﬁr : B i N
¥ Get storage inforrmation b
¥ Local File Systems Only
[« Get software information

¥ Show processes using filter

Additional processes to filter:

!

u fresh ewvery |5 [mins {
!

.

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.
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Preflight

Figure 9. Target Cluster Information

Topology Disk Usage Tarmet Custors | Cluster Frocessas  System Servers  Socurity  Aesources  Monkoring

& Resa
Machine Information

< Galact All f None

< B wnthor
R Frocossos Physical
Locatinn CarmpRnt |'.'.l|l|ﬂnn| It-ml Sbate | Lip Tima Coeia I ! |Imntfdslv:l.| Mermory
10.230.219.3 Ecl O Servar : 62 day{s) )
JvarAibHPCCEystems/myeclccserver  [myeclkcoserver] Harenal Ready 0259 3 20% El EL
10.239.219.3 Agant Exac 62 day(s) =
MvarinHPCCSysteme/myeclagant [myeclapant] . Ly 025937 el Lo L
10.239.219.3 Ecl Scheduler " B2 day(=) =
FuaeAibMPCCEystess mysclschoduer  [myeclscheduer] MOmMal  Ready 02:50: 35 28% 9 UE%
< £ U thor
Rowie Frocasses Physical
Location Component |Glll|‘lh1|l‘l:d-| P | Lip Timiz Down | F |fmlt.f|:ldr.l| Mal

10.239.219.5 Thar Slave . Al )
SvardibHPCCEystems fmythor [mythor, 1] homal Ready Or:s0:2d 0% s ¥
10.330.219.4 Thar Slave
Juar i HPCCSystams/mythor [mythar, 2] Harmal Ready O B0 21 h o 20% EL L)
10.239.219.3 = e =
T ———— Thar Master Marmal Ready DTiED:E1 ZE% 093 053
10.239.219.3 Ecl 0T Server 82 day(s) =
SErAibMHPCCEyateme mysE s ciarver  [myedlccdervar] Wamnal Raady 02 89 3 0% L o
10.230.2 _ 62 day(s]

Thisscreen displaysinformation on your system's component nodes. Thisinformation can helptoindicateif everything
is operating normally or can help to point out any potential concerns.

If there are any failed components or notable aerts, they are highlighted in orange. These alerts usually require some
attention.

Figure 10. Failed Component

Thor Cluster “mythor’
| ZJ’.| Location |M"ml ﬂﬁ# State ﬂl{""’
10,239, 219.6 Thor Slave + = i h
¥ fvarb/HPCCSystams/mythor  [mythar] 5 viarning ? F5% 50’“&
m 10.235,219.5 Thor Save :
S s B HPCCSystems/myther  Jenythar] 2 : 2% o .
10.239.719.4 Thor Save /
¥ SvarfibHPCCSystems/mythor  [mythor] L Normal Ready | 04:32 5% 9% 93\'

10,239.219.3 Thar
Jvar/ibHPCCSystams/mythor Master

7| Selact AN J Mone E
Fetched: 11/08/1F 11:28:41
Action: Maching Infomation [=]

L Harmal Reacy  04:32 = 51% 9% o

#| Get proces=or information Wam if CPU usage s over 25 L
# et storage infomation wiam if awailable memary = under = e _ﬂ

¥ Local File Systems Only

#| Gat softwara infarmation wiam if awailable disk space is under = % |-

¥l show processas usng fiter

Additicnal processes ko fitter:

ﬂli‘ftﬁlﬂlﬁy " - o -“‘ P .,‘r“ "“._

If you have any orange fields you should examine the specified component further. It is indicative of some kind of
problem or abnormality.
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Preflight

Preflight Thor

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 11. Cluster Processes Link

A ECL Watch &

Cluster Processes : 5
| gsses|
Loz

- 4
- 1\};.-4' s

Sectk
| Mame | Component | Pla
Bl i g Roga Clgstergrggoce o,

2. Click on the mythor link.

Disk Usage Target Clusterd stem Servers

2 Reset |

Clusters

Figure 12. mythor link

Clusters -
| MName | Cumpunr
[ my roxie Rovie Cluster
w m wt Eur Thor Cluster

'k.#‘"'\ W va ittt "‘r
3. Check the Select All checkbox (if necessary).

4. Pressthe Submit button to start preflight.

© 2016 HPCC Systems®. All rights reserved
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Preflight

Figure 13. Submit

=, . _f,égﬁtfl-___,ﬂ-ﬁ*i;r L S

- . w
s

¥ Get storage information %

¥ Local File Systems Only
¢ Get software information

¥ Show processes using filter

Additional processes to filter:

fresh every |5 |miins ;

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.

Figure 14. ESP mythor system component information

Thor Cluster "mythor' E
{ Slave Processes |
L mponent ithon | State Smntf
. ik P _ Number .cn"d ; . u"ﬂmﬂ. Do 4 _"’ =

10.239.219 .4 Thar Sla s i N .

* Juarlib/HPCC Sy stems/ vy thor [Fvythor] 2 Normal Ready 03:17:11 =13 Lt
10.239.219.5 Thor Slave e B
Juarf/lib/HPCCSystems/mythor  [mythor] E AT S L DORLE L = o

10.239.219.3

L . il Thor Mast@ Narmal Ready 02:17:11 - Cl1%
Sar/lib/HPCCSystems,my thor T h ¥

999%
# Belect All / None '
Fetched: D6/13/14 11:56:323
Action: Machine Information =
L. "tW“l"“- -.MMJQD_MI_ ' ‘%E’%MM‘ et

This screen displays information on your Thor cluster. Thisinformation can help to indicateif everything is operating
normally or can help to point out any potential concerns.

@ If your system has more than 1 Thor cluster, repeat these steps for each cluster.
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Preflight

If there are any failed nodes or notable alerts, they are highlighted in orange. The orange aerts usually require some
additional attention.

Figure 15. Failed Component

Fetched: 11/08/12 11:28:41

Thor Cluster “mythor’

| 'Z-".-} Lacation -|Mﬂq"m| ﬂm . : ﬁt&"’
10,239, 219.6 Thor Slave + ‘
#) | hearb/HPCCSystams/mythor | [amythar] 5 b i) ? Bw"
) 10.238.219.5 Thor Slave

S v /ibyHPCCSystems/myther  [enythor] 3 S 2 S

o 10.230.219.4 Thor Stave -

¥ JwanfibfHRCCSyatems/mythor | [mythar] 1 Harmal Raady (=32 5% Gty 93"
= 10,239.219.3 Thear - =

£l Jvar/Ab/HPCCSystems/myther Masker Narmal Ready 04:32 51% 9% 97%'
< Salact All £ Monas

Action: Maching Infomation [=]

#| Get proceszor information wam if CPU usage B over @5 L }
¥ Get storags infomation wram if awailable memary = under = LY E

¥ Local Filke Syskems Only

#| Gat softwara information wam if awailable disk space s under = = E‘

¥ show processas ueng flter
Additonal processes ko filter:

iulﬂ Rafresh ayvery [ e,
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Preflight

Preflight the Roxie Cluster

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 16. Cluster Processes Link

A ECL Watch &

Cluster Processes : 5
| gsses|
Loz

Sectk
| Mame | Component | Pla
Bl i g Roga Clgstergrggoce o,

2. Click on the myroxie link.

stEm Servers

Disk Usage Target Clusterd

2 Reset |

Clusters

Figure 17. myroxielink

Clusters

| Mame | Component
[ iy rosie Foxie Cluster Process
a myt Thar Cluster Process

M"“‘mwﬂ" ~--MMH““«_

3. Pressthe Submit button to start preflight.

EXPECTED RESULTS

After pressing Submit, a screen similar to the following should display.

© 2016 HPCC Systems®. All rights reserved
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Preflight

Figure 18. Roxie system infor mation

Roxie Cluster 'myroxie’ ’
] Location Component Condition State Up Time ‘ Prn;::ns [ f
10.239.219.5 & day(s)
¥ - “
Suar/ib/HPCCSystems,/myroxie Roxie Server Normal | Ready 23:27:08 1% .
10.239.219.4 . 6 day(s) =
SearAibHPCCSystams/myroxie izl ket L 23:27:10 3
# Select All / None
Fetched: 06/13/14 12:09:27
Action: Machine Information * '
# Get processor information Wam if CPU usage 15 over 95
¥ Get storage infarmation Wam if available memory is under 5 % T
# Local File Systems Only
# Get software information Wam if availabla disk space Is under 5 W v

¥ Show processes using filter

Additional processas to filter:

Auto Refresh every |0 mins

This indicates whether the Roxie nodes are running, and some additional information about them.

If your system has more than 1 Roxie cluster, repeat these steps for each cluster.

© 2016 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Certify Thor & Roxie

The following sections will help you to Certify that the Thor, hThor, and Roxie components of your system are all
working correctly.

Build Data on Thor

1. Openthe ECL IDE

Enter the Login ID and Password provided.

LoginID
Password

hpccdemo

hpccdemo

2. Openthe Certification.BuildDataFilesfile.

* Inthe lower right corner of the ECL IDE you will see a section labeled Repository, containing a few folders.
These folders contain the ECL files. Click the + sign next to Samples, open the folder.

» Navigatetothe Certification folder and click the + sign next to it to. Open it and view the contents.

Figure 19. ECL Filesin _Certification

_.'_'I"-"" U‘»_m-,,--.w. L e
Fﬁ.epﬂsitﬂnﬂ' s i a3 R
‘* _.I:I edlibrary
{] e [Z3 My Files
d = I:I Samples
7 - [11 IMDB
- g1 Tutorialfouria
%] \

EI ] _Certification

| build_index

fjGuildDataFiles
| Certify_Dla

| DataFil

| IndexFile
| Layout_FullFormat
| read_index

| ReadIndexService
| ReadMeFirst

| Setup

| spray_verification

L

\‘-.‘_ f]lREpns... f]lw'nrk.s... ff‘l]atas...

» Double-click on the BuildDataFilesfile to openit.

In the BuildDataFilesfile, you will see some ECL code in the file as follows:

© 2016 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Base :
Ml t

Cert. Set up. NodeMul t 1; // max
Cert. Setup. NodeMul t 2; // max

20
20

These two multipliers, NodeMult1 and NodeM ult2 define the total number of millions of records. The values
as configured in the _Certification sample generate 2,000,000 records. Typically you would want to generate 1
million records per node, up to 400 nodes. The maximum data set sizeis 18,800,000,000 bytes (47 * 400 million).
The code used in this example is designed to generate a maximum of 400 million records. A larger number of
nodes will result in fewer records per node, however the code will still work as intended for this exercise.

3. Select thor as Target from the drop menu on the right side.

Figure 20. Target thor

o = Y A
. =l -wni'cr-~-;,-ﬂ' A Ry 8
- 3 (L

Search Syntax

l' Target: | thor {

JﬁﬁT‘?ﬁﬁT'T 'H?EHT'THH'

_dl:-".]..:: Risk Data MNanagement Inc.>
r=n FQF‘\I'“] T free sof T.1

4. Pressthe Submit button.

© 2016 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Figure 21. Submit button

DE AT - )+ default - ECL IDE - BWR_ E
- Home Wiewr
E} ﬂ'l 4 ) Undo | Select Al (F Cﬁ a3 @ #} | Show Comple
| {"J-’:I‘ TR Delete = = #} | Show Depen
5uhmrt Locate Faste Fimd Chedk 4
Advanced... 5 .ﬁ fo || Copy Title
| Current Clipooard Editor Search Symitan
tef jildDataFiles.ecl
Target: |th|:u'
H.E.L"_I‘_'IMFHIIHIHIIHI?-llhrh'll?-'l'ﬂ'll?-'l’h'll?-!hﬂl.‘-lh1l?-'ll-ﬂl?-l!ﬂlﬁllﬂl"
g Copyrighe (C) <2012> <LexiaNexis Risk Daca Hanagement Inc.)
-
] f
= k1l righta reserved. This progrsm is NOT PRESENTLY free sofcw
it under the terms of the GNU Affero Gensral Public License as
published by the Free Software Foundation, either wersion 3 nr
._f' License, or (at your optiomn) any later wveraion.
a
,ag This program is distributed in cthe hope that it will be usefu
-3 but WITHOUT ANY WARRAMNTY: without even the implied warranty
';T MERCHANTAEILITY or FITWNESS FOR A PARTICULAR PURPOSE. See the
= GNU Affero Generml Fubliec License for more detmils.
¥You should have received a copy of the GHNU Affero General Publ
ij Y e s T T d e e TE mes T NP R rreee ) vy el 14 -
T L
=  W2D110511-102049 |
a4
3 Syntax Errors B X Errerlog
&
“ | Message Code  Location
P et g —

Note: This code generates a data file and writes it to disk.

EXPECTED RESULT:

L ook for the green checkmark indicating successful completion

Figure 22. Green Checkmark

;;.L\IL?,!

i

¢ Builder |+ W20140703-1436438
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Certify Thor & Roxie

1. Open ECLWatch and look at the Workunit details page. Thisillustrates the steps of the query in real-time.

This process generates 2,000,000 - 47-byte records in a file with the logica name of
certification::full _test_distributed

Note: The filename and other variables are defined in the _Certification.Setup file.

Figure 23. Workunit details page

4 |=] BuildDataFiles.ecl

Description:

Protected: il

Cluster: thor

s0cla ) pui g L?_

3 Results: (1)
Result 1 (2000000 rows] Zp g7 s certification::full test disthibuted

& Graphs: (1)

(o o) puly Li

& Timings: (9)

<
¢ | EcLwskch | Graphs | Result 1

5 Buider [ BuikdDataFiles (W20111123-104240)
3 |
H

Ligv#
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Certify Thor & Roxie

2. View the result by selecting the Result1 tab (should be similar to the following):

Figure 24. View the Result

\‘ |

- —H‘_a:‘r-

Font

a4 BuildDataFiles.ecl
= | ## |fname Iname |Dranqe|street |2i|:|s|a|:|e|l:|irth state | birth mu:unth|u:une|iu:| | fileposition ™
% 1 |JAY |BRYANT 1 HIGH 11 32 FL JAN 1 1 0
'tgn z |JAY BRYANT 1 HIGH 11 32 FL FEE 1 |3 |47
% 3 |JAY BRYANT 1 HIGH 11 32 FL AFE 1 |5 |94
% 4 |JALY BRYANT 1 HIGH 11 32 FL MAY 1 7 141

5 |JAY EBRYANT 1 HIGH 11 32 FL JUN i 9 1885

6 |JALY BRYANT 1 HIGH 11 32 FL JUL 1 11 235
ﬁl 7 |JALY BRYANT 1 HIGH 11 32 FL AT 1 13 282
g g |JAY BRYANT 1 HIZH 11 32 |GA JARN 1 15 329
::-3 9 |JALY BRYANT 1 HIGH 11 32 |GA FEE 1 17 376
_:;:_ 10 | JAY | ERYANMNT 1 HIGH 11 32 |GA APR 1 19 423
% 11 |JAY |ERYANT 1 HIGH 11 32 |GA MAY 1 21 470

12 |JAY |ERY¥ANT 1 HIGH 11 32 |GA JUN 1 23 517

am Lt lmmwanem UTAw 44 ma o, Trrr 4+ laelesa
S ECL'Watch | Graphs
i Builder |- BuildDataFiles (W20111123-104240) | :

S S o
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Certify Thor & Roxie

Certify Thor Functionality

This section certifies:

» Certify Data Refinery full sort capabilities

» Certify Data Refinery local sort capabilities

» Certify Data Refinery local dedup capabilities

» Certify Data Refinery hash dedup capabilities

» Certify Data Refinery compress 1/0O capabilities

» Certify Data Refinery string search capabilities

Certify Thor

1. Openthe ECL IDE

Enter theLogin ID and Password.

LoginID hpccdemo
Password hpccdemo

2. Openthe _Certification.Certify_DR file.

 Inthelower right corner of the ECL IDE you will see a section labeled as Repository, containing a few folders.
This contains the ECL files. Click the + sign next to Samples, to open the folder.

» Navigatetothe Certification folder and click the + sign next to it to open it and view the contents.
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Figure 25. ECL Certify DR File

han o By i o
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¢ Double-click on the Certify_DR file to open it.

3. Select thor asthe Target from the drop menu on theright side.

Figure 26. Target: thor

I:' st i II:""EH’E‘L&’H.-‘\? e -F’-"IF. N
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4. Pressthe Submit button.
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Figure 27. Submit button

Copyri g‘lr
& apend -

Note: Thisfile usesthe previously generated data and tests a series of Thor capabilities. It does not write data to disk.
It will take afew minutes to complete, depending on the size of your system.

EXPECTED RESULT

Look for the Green checkmark indicating successful completion.

Figure 28. Green checkmark

P e
e .'l ,,--,,z.-"' ER B, o

q'r' t-::tal_n-:udes E= Certificaf'i.t
p

‘ﬁf <
I@ Fy_DR (W20111123- 105944

**:L
\':'Q'ntax Ermrs

The ECL Watch Results tab section should be as follows:

s

Result 1 Full Global Join - should = 2 million : 2000000
Result 2 Local Join - should = 2 million (local): 2000000
Result 3 Dedup - should = 2 million (joined): 2000000
Result 4 Complex /O - should = 2 million: 2000000
Result 5 Hash Aggregate (Should be 2 records): 2

Result 6 Global Aggregate (Should be 2 records): 2
Result 7 Local Aggregate (Should be 2 records): 2
Result 8 Global Grouped Rollup (Should be 2 records): 2
Result 9 Local Rollup (Should be 2 records): 2

Result 10 Local Grouped Rollup (Should be 2 records): 2
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Result 11 Global 1t/Srt/Ddp (Should be 2 records): 2

Result 12 Globa Grouped It/Srt/Ddp (Should be 2 records): 2
Result 13 Local 1t/Srt/Ddp (Should be 2 records): 2

Result 14 Local Grouped 1t/Srt/Ddp (Should be 2 records): 2

Result 15 String Search Results: 100000
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Certify Key build capabilities

This section will certify that the system can perform its key build capabilities.

1. Openthe ECL IDE

Enter the Login ID and Password.

LoginID hpccdemo
Password hpccdemo

2. Open _Certification.build_index file.

* Inthe lower right corner of the ECL IDE you will see a section labeled as Repository, containing a couple of
folders. This contains the ECL files. Select the + sign next to it Samples, open the folder.

» Navigateto the _Certification folder and select the + sign next to it to open it and view the contents.

Figure 29. Expand the Certification folder
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[

—

» Double-click on the build_index file to open it.
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3. Select thor as Target from the drop menu on the right side.

Figure 30. Target: thor
R Ty | Y

_ - - b
~ Search Syntax
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-
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Mﬁrr?rzzﬁ:Mﬁxwtzw

S
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-,

n
Fam d= N ERESENT free S0

4. Pressthe Submit button.

Figure 31. Submit button

Pt . i s S
P ’ L
s e

Copyr ig.lr
Note: Thisfile usesthe previously generated data. It builds an index on one of those datafiles.

EXPECTED RESULT

Look for the green checkmark indicating successful completion.

Figure 32. Green checkmark

;B
T _5'-' _index (W20111123-122513) |
W foL
\i:,:_h g Syntax Errors
J‘*\_ & Message Code  Location
L]

-.{,"'f Mo Errors...
- |
: P

The file we created earlier isindexed by Last Name and the index file, thor::full_test_distributed_index, iswritten
to disk.
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Verify the Index Build

1. Open ECL Watch in your browser using the following URL :

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server’s IP Address and pppp is the
port. The default port is 8010)

2. Click onthe Filesicon, then click on Logical Files.

Figure 33. Browse L ogical Fileslink

A HPCC Platform & = ¢

Landing Zones Workunits  XRef

Eogical Files

Lagical Files

= Refrash | Opin Dlens | Remote Copy = | Copy = Regname = Add To Superfile -
=l (i) & Logical Name Owner  Description Clu
certification: full test distributed Jjimbo myT;
= ] cartification:full test distributed index Emilykate m

MW

3. Check the box next to certification::full_test_distributed_index , then press the Open action button.

4. Select the Contents tab.
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Figure 34. Contents

|Logical Files | Landing Zones  Workunits  XRef
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12 BEYANT DIRE 1 31 (=1
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14 BEYANT DIRE 1 31 Ca
15 BREYANT 1 31 Ca
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Certify Thor Access to Indexed Data

This section certifies Thor access to indexed data.

Certify Thor Access
1. Openthe _Certification.read_index file.

* In the lower right corner of the ECL IDE you will see a section labeled as Repository, containing a couple of
folders. This contains the ECL files. Click the + sign next to Samples, open the folder.

» Navigatetothe Certification folder and click the + sign next to it to open it and view the contents.

Figure 35. Expand the _Certification folder
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» Double-click ontheread_index file to openit.

2. Select thor as Target from the drop menu on the right side.

Figure 36. Target: thor
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3. Pressthe Submit button.

Figure 37. Submit button
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EXPECTED RESULT:

The first 100 records from the query display, looking similar to the following (BRYANT in last name).

Figure 38. Results page
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Compile and Publish a Roxie Query

1. Openthe _Certification.Readl ndexServicefile, If you do not have it open already.
* Inthe lower right corner of the ECL IDE you will see a section labeled as Repository, containing a couple of
folders. This contains the ECL files. Click the + sign next to Samples, open the folder.

» Navigatetothe Certification folder and click the + sign next to it to open it and view the contents.

Figure 39. _Certification folder
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» Double-click on the Readl ndexServicefile to open it.

2. Select roxie as Target from the drop menu on the right side.

Figure 40. Target roxie
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3. Inthe upper left corner the Submit button has an arrow next to it. Select the arrow to expose the Compile option.

Select Compile from the drop list under the submit button.
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Figure4l. Compile
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Look for agreen circle indicating successful completion. Once complete, select the Workunit next to the the green
circle.

Figure 42. Completed Workunit: Green circle
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4. Select the ECL Watch button at the lower |eft corner of the window.

Figure 43. Select ECL Watch
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5. Select the Publish button from the ECL Watch tab that you just opened. (you may have to scroll down in the main
window)

e
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Figure 44. ECL Watch Publish button

1 |ia] build_index.ec ] ResdindexService.scl
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. Job Name: ReadindexService

& W20140703-144019 | Remote Dali:

Source Process:
Action: compile Comment:

R Priority: None
. :
state: " Allow Foreign Files:

. EmilyKate
Owner: ¥ Submit

Scope: EmilyKare

Job Name: ReadindexService

. Open the ESP page in your browser using the following URL:

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server’s |P Address and pppp is the
port. The default port is 8002)

Figure 45. Roxie ESP

HPCC Systems view  Frame P

Active Queries
= ~Targets

readindexservice < & bes ,

+!-hthor

READINDEXSERVICEREQUEST

- Inamein:

- fnamein:

. Click the + sign next to roxie, to expand it
. Click readindexservice

. Enter the name BRY ANT in the Iname field.
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Figure 46. Enter Inamein

Form

readindexservice < = bs &, “Dy_,-_rnarnic Form E

READINDEXSERVICEREQUEST

LY

Inamein: iEIR‘r‘ANT

fnamein:
prangein:
streetin:
zipsin:

agein:
birth_statein:

birth_monthin:

| OUTPUT TABLES [+] | Submt;‘g [ Clear all |
ﬁ“‘-._

L g g ™ id P
10.Press the Submit button at the bottom of the form.

EXPECTED RESULT:

A list of 100 records should display, looking similar to the following (BRYANT in last name).
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Figure 47. Result

[AuerySet Aliases
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1 |DIRK JERYANT| 1 22TH 11 | AL APR 1 |1558282|338T3080

2 |DIRK |BRYANT] 1 [25TH]| 11|31 AL ALKG 1 |1558290|a38Ta268

3 |DIRK [BRYANT] 1 25TH| 11 | 21 AL FEE 1 |1ss02a0|a38Ta0323

4 |DIRK |[BRYAMT] 1 |25TH| 11|21 AL JaM 1 |1580273 33877086

5 |DIRK |BRYANT] 1 |25TH| 11| ™ AL JuL 1 |1558208 93878221

& |DIRK |BRYANT| 1 BETH 11 ™ AL JuUir 1 |1568285|838TA1T4

T |DIRK [BRYANT| 1 2ETH 113 AL iR 1 |1588113| 36850832

B |DIRK |BRYANT| 1 2ZETH 11| ™ AL [AEN 1 |1568284 33873127

8 |DIRK |BRYANT| 1 25TH| 11 | 31 AL OCT 1 |1568117| 36850726

10 | DIRK |BRYANT| 1 BETH 113 AL SEP 1 |1568115]| 358505679
11 |DIRK JBRYANT| 1 2ETH 113 A APR 1 | 831065 | 20728154 ;

12 |DIRK |BRYANT| 1 ZBTHI 11| Ca ALNG 1 | 881973 |20728342

13 |DIRK JBRYANT| 1 2ZTH| 11 |3 CA FEB 1 | 881963 | 20726107

14 |DIRK |BRYAMT| 1 |25TH| 11 31 CA JAM 1 | 881961 |20726060

15 |DIRK JERYANT| 1 2ZETH 11|31 A JUL 1 | 831071 |207268205

16 | DIRK |BRYANT| 1 25TH 11| CA JUN 1 | 931969 | 20726248

17 |DIRK JBRYANT| 1 ETHI 11 ™ CA LIAR 1 | 381110 |55956038

18 | DIRK sMT| 1 bl 11 [AEA 1 | 881957

© 2016 HPCC Systems®. All rights reserved
38



Spray and Despray Data

Spray and Despray Data

This section verifies the systems ability to Spray and Despray data.

Spraying takes afile and distributes pieces of it across the nodes. Despray is the opposite--the system combines the
data from the multiple nodes into asinglefile.
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Certify Despray

The next step to verify that your system is working properly is to test the Despray capabilities. Despray is when the
system combines the data from the multiple clustersinto a singular file that can be moved to the Landing Zone from
the Data Refinery.

Despray from ECL Watch
Despray isthe opposite of spraying, isagood way to certify that piece is working properly.
1. Todespray, go to ECL Watch in a browser window.

Open ECL Watch in your browser using the following URL :

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server’s IP Address and pppp is the
port. The default port is 8010)

NOTE: To copy a URL to the clipboard, click the 1#] icon from the row of icons aong the top of
the ECL Watch page.

This opens a window with the full URL. Select the entire URL and you can copy it to the clipboard
to paste elsewhere.

2. Click onthe Filesicon, then click on Logical Files.

Figure 48. Browse Files

A HPCCPlatform & = ¢

Logical Files

Landing Zones Workunits XRef

Lagical Files
& Refresh | Open Delete | Remote Copy = opy *  Rename vdd To Supertil
=l (i) & Logical Name Owner  Description Clu
certification: full test distributed Jjimbo My
g @ certification full test distributed index EmilyKate my

3. Check the box next to certification::full_test_distributed_index , then press the Despray action button.
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Lagical Files  Landing Zones Workunits  XRef

Logical Files

= Refresh Open  Delete Remote Copy = Copy * Renpame =  Add To Superfile = Despray = | ¥

= & (i) & |Logical Name Rec
J \LY i | L) - Ta.rgﬂ
certfication full_test disty 4, 00M
= Drop Zone: mydropzone
# = cermiflcan full pest dizoy o
= d SSONCMRLALIESLIEY | paddress:  [10238218.2 b4
Path: wir i HPC CSystems /mydropzane r
Split Prefix:
Logical Mame Target Name
certification; Full_test_distributed_index

full_test_distnbuted nd

= Optians

Owerwrite: Use Single Connection:

Despray

The Despray File dialog opens.

. Provide Destination information.

Target

Drop Zone Usethedrop list to select the machineto despray to. Theitemsinthelist arelanding
zones defined in the system’s confguration. Y our system may have only one.

IP Address Thisis prefilled based upon the selected machine.

Path The complete file path of the destination.

Split Prefix Prefix

L ogical Name The Logical Fileto be sprayed (thisis prefilled and cannot be altered)

Target Name The target filename. Thisis prefilled with the last portion of the Logical filename,
but can be changed..

Overwrite Check this box to overwrite afile with the same nameiif it exists.

Use Single Connection Check this box to use a single network connection to despray thefile.

. Pressthe Despray button.

A DFU Workunit tab for each job opens. Y ou can see the progress of each despray operation on the tab. If ajob

fails, information related to the cause of the failure also displays.
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EXPECTED RESULTS:

Upon completion of the despray operation you will have asinglefile. Y ou can then retrieve the file from the landing
zone. Thiswill certify that the despray operation is working correctly.
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Certify Spray

The file will be sprayed from the Landing Zone to the Data Refinery, this will certify that data can be moved from
Landing Zone to the Data Refinery.

Spray a Data File to your Thor Cluster

To use adatafilein our HPCC cluster, we must first “spray” it to a Thor cluster. A spray or import is the relocation
of adatafile from one location to a Thor cluster. The term spray was adopted due to the nature of the file movement
—thefileis partitioned across al nodes within a cluster.

For this example, we will spray the full_test_distributed file that we just put out on our landing zone.

We are going to spray the file to our Thor cluster and give it alogical name of certification::full_test_distributed.
The Distrubuted File Utility maintains alist of logical files and their corresponding physical file locations.

1. Click onthe Filesicon, then click the Landing Zones button on the navigation bar.
2. Click on the arrow next to your dropzone to expand the list.
Thefiles on your drop zone display.
3. Check the checkboxes for the file(s) you want to spray (full _test distributed) , then click on the Fixed link.

The Spray Fixed dialog displays.
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Landing Zones

Full |
ices

xml

- Options

Owverwrite:
Mo Split:

4, Fill inrelevant details:

Target
Group

Name Prefix
Target Name

Record Length

Options:
Overwrite
Replicate

Compress
No Split
Fail if no sourcefile

Logical Files Landing Zone: ‘Workunits XRef

= Refresh | Preview: Hex Upload Download Delete Add File = | Spray: | Fixed =
= Name
= Target
FIs | rr-,-dr
Group: mythor
ALA
Mame Prefix:
v
1 Target Mame Record Length
smi
full_tast_destnbuted 47
acty
* Full}

Fail If Mo Source File:

Replicate:
Compress:

W L Y W W, W W

Spray

WJ\JHW

Select the name of cluster to spray to. You can only select a cluster in your envi-
ronment.

The prefix for thelogical file, in this case certification

Thelogical filenameto create. Thisis pre-filled with the name of the sourcefile on
the landing zone, but can be changed.

The size of each record. In thiscaseit is 47

Check this box to overwrite files of the same name.

Check this box to create backup copies of all file partsin the backup directory (by
convention on the secondary drive of the node following in the cluster).

This option is only available on systemswher e replication has been enabled.
Check this box to compress the files.

Check this box to prevent splitting file parts to multiple target parts.

Check this box to allow the spray to fail if no source fileisfound.
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5. Pressthe Spray button.

A DFU Workunit tab displays for each job. You can see the progress of each despray operation on the tab. If a
job fails, information related to the cause of the failure also displays.
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EXPECTED RESULTS

1. Click ontheFilesicon, then click on Logical Files.

Figure 49. Browse Files

A HPCC Platform & = §

Logical Files

 Landing Zones  Workunits  XRef

Lagical Files
= Refresh | Open  Delene Remote Copy * | Copy * Rename =  Add To Superfile =
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1 &M certificationfull test distributed index EmilyKate

MW

2. Click on the sprayed file, select Open to view the logical file details..

3. Select the Contents tab to view contents.

Dg

Clu

myT
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