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Overview

This document is intended to be used by AWS Marketplace customers who have purchased
LexisNexis® Special Services HPCC Systems® Enterprise Edition (“HPCC”) software.

The following instructions assume that the user is familiar with the information outlined in the
“Amazon Elastic Compute Cloud User Guide for Linux Instances”,
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-ug.pdf , and the PUTTY, PuTTYGen, and the
PSCP utilities. To learn more about these utilities and how they are used to access AWS EC2 instances
please refer to the section “Connecting to Your Linux Instance from Windows Using PUTTY” in
the “Amazon Elastic Compute Cloud User Guide for Linux Instances” documentation.

Delivery Methods

Before creating an HPCC cluster you should decide the size of the cluster, the type of instances you
need, and the type of work you wish to perform. The primary example videos include a cluster
consisting of four Thor nodes and two Roxie nodes. There is also a video that demonstrates how to add
instances to an existing cluster. The secondary videos demonstrate ways to verify the status of the
system once it is running, and how to set up the IDE.

It is important to note that when using the multi-instance delivery methods two files are automatically
provided on each instance:

e ips_mapping.csv
e private_ips.txt

These two files provide the list of public and private IP addresses for the instances that were
provisioned at the time these files were created. It is recommended that you save a copy of these files
since they are referenced during the HPCC configuration process and can help users keep a record of
which HPCC services are running on the various instances. These files will also be useful if the user
ever intends to add more instances to an existing configuration.
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Manual Launch - “New VPC Cluster” Set Up and Configuration

Provisioning

To create a new HPCC cluster you will need to fill in the “Stack name” and “PermitSSH” fields on the
first page. For the “PermitSSH” field it is possible, but not advisable, to enter “0.0.0.0/0”. This will
allow any client to SSH to your instances. It is suggested instead to use a service such as
http://whatismyipaddress.com to determine your IP address and use your IP address and the X.x.X.x/32
CIDR pattern. The “EBS”, “InstanceType”, and “NumberOfInstances” will vary depending upon your
needs. The “KeyPair” will need to coincide with the private key that you wish to use to SSH to the
instances after they are created and running.

A Tag is required to be entered on the second page. This Name and Value will be used to identify the
Security Group that will be created with the instances.

Services Resource Groups ~ * _I:l. LNSSI-Marketplace-Prod ~ N. Virginia + Support +

CloudFormation v  Stacks > Create Stack

e

Create stack

Select Template Specify Details
Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation
template. Learn more

Options

Review

Stack name
Parameters
EBS 1000 Size of EBS 88D volume in GB. Limit of 16000, Minimum of 100.
InstanceType d2.xlarge ¥ | Type of EC2 instance fo launch.
KeyPair Search -

Name of the KeyPair that would be used to ssh into the instances

NumberOfinstances 8 Number of instances in the cluster. Minimum 1
PermitSSH CIDR block that's permitted to SSH to the LNSSI HPCC Cluster
VPCCIDR 10.0.0.0/20 HPCC Cluster will launch into a new VPC with this CIDR block

Cancel Previous m
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Services Resource Groups ~ * Marketplace-Prod ~ N. Virginia + Support v

@ CloudFormation v  Stacks > Create Stack

Create stack

Select Template Options
Specify Details

Options Tags
Review

You can specify tags (key-value pairs) for resources in your stack. You can add up to 50 unique key-value pairs for each stack. Learn more

Key (127 characte Value (25

1| Name TestConfig [+ |

Permissions

You can choose an IAM role that CloudFormation uses to create, modify, or delete resources in the stack. If you don't choose a role, CloudFormation uses
the permissions defined in your account. Learn more

IAM Role Choose a role (optional) v

Enter role arn

» Advanced

You can set additional options for your stack, like notification options and a stack policy. Learn more

Cancel Previous Next

It is recommended that you wait until the Status displays “CREATE COMPLETE” before attempting

any of additional steps. See the following example:
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[0 EC2 Management Consc X ‘

CloudFormation Manag: X

& C | & Secure |hﬂps:_.f_;'consoIe.aw IEczManagemE"tCDnmle lior.--'hor'ﬁr;‘?|egi:>r=us—east—l*'.*_s'stecks?stackIcI=arn:aws:c\ouch‘:)rr'\a... % 5] =

Services Resource Groups * _.':1. LNSSI-Marketplace-Prod ~ N. Virginia ~ Support

@ CloudFormation v  Stacks
. Q
o Introducing StackSets
AWS StackSet is a container for a set of AWS CloudFormation stacks and allows you to create stacks across multiple AWS Accounts
and AWS Regions. Open the StackSets console to get started.

Create Stack | ~ [EEALIERS Design template ‘ c ke

Filter: Aclive ~ Showing 3 stacks
Stack Name Created Time Status Description

v FourForThor 2017-08-17 09:15:35 UTC-0400 CREATE_COMPLETE Template to create an HPCC cluster
(] Aug11Additions 2017-08-11 15:09:38 UTC-0400 CREATE_COMPLETE Template to create an HPCC cluster
(] LJDTestStack 2017-08-10 13:50:26 UTC-0400 CREATE_COMPLETE Template to create an HPCC cluster

Events ~ _ N =]
2017-08-17 Status Type Logical ID Status reason

by 09:19:29 UTC- CREATE_COMPLETE AWS:CloudFormation::Stack FourForThor

0400
b 09:19:26 UTC- CREATE_COMPLETE AWS:AutoScaling: AutoScaling ClusterGroup -

The following video demonstrates the steps just described:

http://lexisnexisspecialservices.com/Content/Video/Cldf Provisionlnstances.mp4

Copy Your Private Key to an Instance

Copy a private key, .pem file, to one of the instances, after it has been launched.

In the video example the private key file, MarketplaceTestKeyPar.pem, will be referenced and was
created earlier using PUTTYGen. The “MarketPlaceNode” is a PuTTY “Saved Session” that was
created and saved earlier using the information outlined in the “Amazon Elastic Compute Cloud
User Guide for Linux Instances”, documentation,
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-ug.pdf . In a later step the private key file is
used to distribute new SSH keys to all of the other instances using a script that has been provided.

http://lexisnexisspecialservices.com/Content/Video/CopyPemFile.mp4

Other utilities such as WinSCP can be used to accomplish the same thing.

Install Keys on Instances

SSH to the same instance that the private key was copied to. All of the remaining steps will be
performed from this instance or from a browser. Make a note of which instance this in case you decide
to add more instances to this cluster in the future. Use the ips_mapping.csv file found on the instance
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to help track which HPCC services are assigned to the different instances and to record any notes that
you might have.

In this step a script must be run that will generate new key pairs for HPCC and install those key pairs
to the instances listed in the private_ips.txt file. The new key pair is used by HPCC to allow
communication between the instances in the cluster. Example:

sudo ./install.sh private_ips.txt [Your private key].pem

Note, it is recommended that the private key file is deleted once this script has finished executing.

Configure Instances and Start the HPCC Platform

There are a number of steps that must now be performed in order to start the HPCC platform and to
ensure all of the required processes are running. All of the steps outlined in this section are captured
on video.

1. Start the HPCC Configuration Manager. Use the following command to start the HPCC
Configuration Manager:

sudo /opt/HPCCSystems/shin/configmgr

2. Use a browser to access the running Configuration Manager utility, //http:<public IP of the
Configuration Manager instance>:8015

3. Add the private IP addresses of all of the instances to the Configuration Manager by copying
the contents of the private_ips.txt file into the edit window.

HPCC Systems

Environment setup

Welcome to wizard mode!

Define IP Addresses for the environment being configured. Choose manual
entry to enter IP addresses or auto discovery to acquire the list of IP
Addresses via auto discovery script. Manual entry format: )X XXOKX-

HHK:
List IP Addresses
®Manual Entry  Auto Discovery ( |
LR Paste the private IP addresses from
10.0.9.109 ) the clipboard into the edit window.
10.0.12.164
10.0.8.192
10.0.15.120
10.0.4.19
10.0.9.148

4. Define a configuration file, environment.xml, where your modifications will be stored.

5. Set parameters for the “ESP — myesp” service:
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6.

10.

11.

12.

13.

14.

a. HTTPS passphrase — “asdf4321” is the required passphrase for this release of the
product.

b. ESP Service Binding protocol from HTTP to HTTPS in two places.

If you include a Roxie cluster in your configuration you will need to set the UDP
“roxieMulticastEnabled” parameter to “false”. This parameter can be found under the UDP tab
within the “Roxie Cluster — myroxie” parameters.

Take note of the private IP address of the ECL Watch service identified within the
Configuration Manager. You will use this value to find the associated public IP address in the
ips_mapping.csv file that was provided with the instance. Using the public IP address you will
be able to access the ECL Watch utility so that you can examine the status of various HPCC
services, the distributed file system, and ECL workunits.

Save the configuration file before stopping Configuration Manager.

Within the PUTTY session, stop the Configuration Manager using Ctrl-C.

Make a backup copy of the original configuration file, /etc/HPCCSystems/environment.xml.
sudo cp /etc/HPCCSystems/environment.xml /etc/HPCCSystems/environment.xml.bak

Copy the new configuration file, /etc/HPCCSystems/source/environment.xml, which was
just generated to the /etc/HPCCSystems working directory.

sudo cp /etc/HPCCSystems/source/environment.xml /etc/HPCCSystems/environment.xml

Use the hpcc-push.sh script to distribute the environment.xml file the other instances that
will be part of the HPCC Platform. This will be necessary before the platform is started.

sudo /opt/HPCCSystems/sbin/hpcc-push.sh —s
/etc/HPCCSystems/environment.xml —t /etc/HPCCSystems/environment.xml

Start the platform using the hpcc-run.sh script:
sudo /opt/HPCCSystems/sbin/hpcc-run.sh —a hpcc-init start

Use ECL Watch to verify the status of the HPCC services. https://<Public IP of ESP
instance>:18010 .The necessary steps to verify the status of the services is also documented in
the HPCCCertification-6.2.0-1.pdf that is provided with the AMI.

The following videos demonstrate the steps just outlined:

http://lexisnexisspecialservices.com/Content/Video/Cldf InstallAndCfgMgr.mp4

http://lexisnexisspecialservices.com/Content/Video/Cldf CfgMgrSetUp.mp4

http://lexisnexisspecialservices.com/Content/Video/Cldf StartHPCC.mp4
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Plugin and Playground Tests

The AMI includes a number of plugins:

e Java

Python

MySQL

JavaScript V8
e R

A script has been provided that the user can run that will test the plugins once the HPCC platform is
operational.

The following video shows how to test the installed plugins, along with a simple test that can be run
within the ECL Watch Playground.

http://lexisnexisspecialservices.com/Content/Video/Cldf PluginTest.mp4

Setting Up the ECL IDE

A directory on the AMI, /home/centos/clienttools, contains the Windows install programs for the
HPCC command line client tools, and the HPCC ECL IDE. You will need to copy the ECL IDE install
program to your Windows workstation and run it before trying to duplicate the steps in the video.
Information regarding the documentation for command line client tools can be found at the end of this
document.

The ECL IDE is the development environment used by software engineers to write ECL code to help
standardize data, develop complex algorithms, and develop Roxie queries. The following video will
help walk you through the necessary steps that will allow you to use the IDE.

http://lexisnexisspecialservices.com/Content/Video/Cldf SetUplDEandBuildData.mp4
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Manual Launch - “Existing VPC Cluster” Set Up and Configuration

Provisioning

Before adding new instances to an existing HPCC cluster you will need to know the Name and Group
Name of the Security Group associated with the existing HPCC cluster that you wish to add instances
to. See the following as an example:

ii Services Resource Groups ~ * ,-’:1. LNSSI-Marketplace-Prod ~ N. Virginia ~ Support ~
EC2 Dashboard = Create Security Group [ GCLERG )
Events < A
Tags Q Filter by tags and atiributes or search by keyword (2] 1to 21 of 21
Reports
Sy L TELU 1T o R e e
= INSTANCES
Insia sg-d3b685a2 launch-wizard-12 vpe-5ee06838
nstances
Spot Requests (m sg-39cf0379 LDTestStack-InstanceSecur.___vpc-89cds 1
Reserved Instances sg-bed510c1 MarketPlaceTestD1 vpe-5ee06838
Scheduled Instances sg-0bd5f175 Ubuntu 16.04 LTS - Xenial (... vpc-5eel6838 Th
Dedicated Hosts sg-ceB5a4b0 Ubuntu 16.04 LTS - Xenial (... vpe-5ee06838 +
3
=] IMAGES )
Security Group: sg-89cf03f9 EHEM™
AMIs
Bundle Tasks
Description Inbound Outbound Tags
—, ELASTIC BLOCK
STORE Group name  LJDTestStack- Group description  Enable
Volumes InstanceSecurityGroup- ports
Snapshots 1NSAQXE700GA2 needed
by Hpce
— N JRK B Cluster
S GroupID  sg-89cf03fd VPCID  wpe-
Security Groups 89cd81f0
Elastic [Fs
Placement Groups S
@ Feedback (@ English Privacy Policy Terms of Use

You will need this information to fill out the “SecurityGroup”, “VPC”, and “VPCSubnet” fields of the
AWS CloudFormation form. All other fields are similar to those described earlier the “Manual
Launch - “New VPC Cluster” Set Up and Configuration” section of this document. You can choose
the number and type of instances you now wish to add to the existing cluster. Refer to the following
video for more details:

http://lexisnexisspecialservices.com/Content/Video/Cldf AddToExistingVPC.mp4

Set Up and Configuration

It is recommended that the user be familiar with the “HPCC Configuration Manager” documentation
before modifying their existing environment.xml file. This document does not cover all of the details
and features associated with the Configuration Manager service.

The following outlines the necessary steps to add the new instances to an existing HPCC cluster:
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10.

11.

SSH into the instance where you first ran the Configuration Manager utility. Refer back to the
“Manual Launch - “New VPC Cluster” Set Up and Configuration” section of this
document and what was performed earlier, if necessary. This instance could also actually be
any of the current instances that are part of the existing HPCC configuration, but not be one of
the new instances that were recently created since it will not have the most current
environment.xml file.

Stop all of the HPCC services:

sudo /opt/HPCCSystems/sbin/hpcc-run.sh -a hpcc-init stopall

Check the status of the services to ensure that they have all stopped:

sudo /opt/HPCCSystems/sbin/hpcc-run.sh -a hpcc-init status

Make a backup copy of the private_ips.txt file on this instance.

Using a text editor you will need to add the IP addresses from one of the private_ips.txt file
from one of the new instances to the private_ips.txt file on this instance. When this is
complete the private_ips.txt file on this instance should have all of the IP addresses for all of
the instances in the cluster.

Copy a private key, .pem file to this instance. See the “Copy Your Private Key to an
Instance” section that appears earlier in this document.

Execute the script that will generate new key pairs for HPCC configuration and install those
new key pairs to the instances listed in the private_ips.txt file. The new key pair is used by
HPCC to allow communication between the instances in the cluster.

sudo ./install.sh private_ips.txt [Your private key].pem
Start the Configuration Manager service:

sudo /opt/HPCCSystems/shin/configmgr
From a browser, use the “Advanced View” option to open the environment.xml file.
Enable “Write Access”

Add the new instances to the Hardware section of Configuration Manager being sure to use the
private IP addresses of the new instances. Example:
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R M=y
i &« (G ‘@ 52.87.243.56:8015/?sourcefile=environment.xml| f.‘r| & =2
i H Pcc Systems ¥IWrite Access @
—
w Environment - environment.xml
Computer Types ” Switches || Domains W
v Software name domain computerType netAddress
QEy PRy node015222 localdomain linusmachine 10.0.15.222
gi:::j;:::;!ewer node011041 localdomain linuxmachine 10.0.11.41
Diractories node009109 localdomain linuxmachine 10.0.9.109
Drop Zone - mydropzone node(12164 localdomain linuxmachine 10.0.12.164
Ecl Agent - myeciagent node(08192 localdomain linuxmachine 1005192
Ecl Scheduler - myeclscheduler node004019 localdomain linuxmachine 10.0.4.19
Esp - myesp I node009143 localdomain linuxmachine 10.0.9.148
» EspService (2) NewRoxie 123004123 localdomain linuxmachine 10.0.4.123
FrEZD-EED NewRoxie 162002162 lacaldomain linuxmachine 10.0.2.162
Roxie Cluster - myroxe NewRoxie 121002121 localdomain finuxmachine 1002121
?::r"‘;zz:f' m?fjf"a NewRoxie63010069 localdomain finusmachine 10.0.10.69

Topology - topology

12. Using the Configuration Manager assign these new instances to HPCC services such as Thor or
Roxie. Refer to the “HPCC Configuration Manager” documentation for more details.

13. Save the configuration.

14. Stop the Configuration Manager service by entering Ctrl-C in the SSH session.

15. Make a backup copy of the original configuration file, /etc/HPCCSystems/environment.xml.
sudo cp /etc/HPCCSystems/environment.xml /etc/HPCCSystems/environment.xml.bak

16. Copy the updated configuration file, /etc/HPCCSystems/source/environment.xml, to the
location where the HPCCSystems’ scripts will reference it.

sudo cp /etc/HPCCSystems/source/environment.xml /etc/HPCCSystems/environment.xml

17. Use the hpcc-push.sh script to distribute the environment.xml file to the other instances that
will be part of the HPCC Platform. This will be necessary before the platform is started.

sudo /opt/HPCCSystems/sbin/hpcc-push.sh —s
letc/HPCCSystems/environment.xml —t /etc/HPCCSystems/environment.xml

18. Start the platform using the hpcc-run.sh script:

sudo /opt/HPCCSystems/sbin/hpcc-run.sh —a hpcc-init start
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19. Use ECL Watch to verify the status of the HPCC services. https://<Public IP of ESP
instance>:18010 .The necessary steps to verify the status of the services is also documented in
the HPCCCertification-6.2.0-1.pdf that is provided with the AMI.
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“1-Click Launch” Set Up and Configuration

Provisioning

When provisioning a single instance using 1-Click the user will need to set the network rules in the
Security Group accordingly by setting the “Source (IP or Group)” to “My IP”. For example:

w Security Group

A security group acts as a firewall that controls the traffic allowed to reach one
or more instances. Learn more about Security Groups.

You can create a new security group based on seller-recommended settings or
choose one of your existing groups.

Create new based on seller settings

A new security group will be generated by AWS Marketplace. It is based on
recommended settings for HPCC Enterprise Edition version 6.2.0 provided by

LexisMexis Special Services Inc..

Connection
Method Protocol Port Range Source (IP or Group)
55H tep 22.22
i 18010 =
2 18010
i 18002 -
i 18002
tcp 8015 - 8015

The following video demonstrates this process:

http://lexisnexisspecialservices.com/Content/Video/Cldf OneClick.mp4

Set Up

A single instance configuration requires fewer steps than what is required for a multi-instance
configuration. There are no new steps so becoming familiar with the steps associated with a multi-
instance configuration will be helpful when reviewing the following outline:

1. Copy your private key, .pem file, to your instance as it is required when executing the
install.sh script.

é LexisNexis:
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10.

Create a file on the instance that will contain the private IP address of the instance. This
file is required input for the install.sh script. There are multiple ways to getting the private
IP address, but the easiest way it via the EC2 Dashboard. Once you have logged into the
instance via SSH you can use the “echo” command to create the file. For example:

echo 172.31.24.32 > ips.txt

where 172.31.24.32 is the private IP address of the instance.

Execute the install.sh script:

sudo ./install.sh ips.txt [Your private key].pem

Start the HPCC Configuration Manager using the following command:
sudo /opt/HPCCSystems/shin/configmgr

At this point the user should be able to follow the steps outlined in the “Manual Launch -
New VPC Cluster” section of this document related to configuring the HPCC services.

Save the original environment.xml file:
sudo cp /etc/HPCCSystems/environment.xml /etc/HPCCSystems/environment.xml.bak
Copy the new environment.xml file to the HPCC working directory:

sudo cp /etc/HPCCSystems/source/environment.xml
/etc/HPCCSystems/environment.xml

Use the hpcc-push.sh script to the other instances that will be part of the HPCC Platform.
This will be necessary before the platform is started.

sudo /opt/HPCCSystems/shin/hpcc-push.sh —s
/etc/HPCCSystems/environment.xml —t /etc/HPCCSystems/environment.xml

Start the platform using the hpcc-run.sh script:
sudo /opt/HPCCSystems/sbin/hpcc-run.sh —a hpcc-init start

Use ECL Watch to verify the status of the HPCC services. https://<Public IP of ESP
instance>:18010 .The necessary steps to verify the status of the services is also
documented in the HPCCCertification-6.2.0-1.pdf that is provided with the AMI.
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Appendix A: Instance Mapping Table

The following table provides some guidance as to the mapping between AWS instances and the three
primary HPCC services: Thor, Roxie, and Admin.

m3.medium All

m3.large All

m3.xlarge All

m3.2xlarge All

r3.large Roxie or Admin
r3.xlarge Roxie or Admin
r3.2xlarge Roxie or Admin
r3.4xlarge Roxie or Admin
r3.8xlarge Roxie or Admin
d2.xlarge Thor
d2.2xlarge Thor
d2.4xlarge Thor
d2.8xlarge Thor

m4.large All

m4.xlarge All

m4.2xlarge All

m4.4xlarge All
m4.10xlarge All
m4.16xlarge All

x1.16xlarge All

x1.32xlarge All

rd.large Roxie or Admin
rd.xlarge Roxie or Admin
rd.2xlarge Roxie or Admin
rd.4xlarge Roxie or Admin
r4.8xlarge Roxie or Admin
r4.16xlarge Roxie or Admin
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Appendix B: Additional Documentation

HPCC Configuration Manger - http://lexisnexisspecialservices.com/wp-
content/uploads/2017/03/UsingConfigManager-6.2.0-1.pdf

HPCC Client Tools — http://lexisnexisspecialservices.com/wp-content/uploads/2017/03/HPCCClientTools-
6.2.0-1.pdf

ECL IDE and HPCC Client Tools — http://lexisnexisspecialservices.com/wp-
content/uploads/2017/03/TheECLIDEandHPCCClientTools-6.2.0-1.pdf

Installing and Running the HPCC Platform - http://lexisnexisspecialservices.com/wp-
content/uploads/2017/03/Installing and RunningTheHPCCPlatform-6.2.0-1.pdf

Complete HPCC Preflight and Certification - http://lexisnexisspecialservices.com/wp-
content/uploads/2017/03/HPCCCertification-6.2.0-1.pdf

If you wish to know more about the HPCC platform please visit http://www.HPCCSystems.com.

LexisNexis and the Knowledge Burst logo are registered trademarks of Reed Elsevier Properties Inc.,
used under license. HPCC Systems is a registered trademark of LexisNexis Risk Data Management
Inc. Other products or services are the trademarks or registered trademarks of their respective owners.

© 2017 HPCC Systems. All rights reserved.
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